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Object-Based Method for 
Urban Extraction through 
Using Quick Bird Satellite 
Imagery, LiDAR Data and 
Digital Urban Geomatics 
Techniques  
 
A B S T R A C T  
 

   Urban extraction mapping has become increasingly important in recent years and 

particularity extraction urban features based on remotely sensed data such as high-

resolution imagery and LiDAR data. Though the researchers used the high spatial 

resolution image to extract urban area but he methods are still complex 

and still there are challenges associated with combining data that were acquired 

over differing time periods using inconsistent standards. So, this study will focus 

on the extraction of urban area based on an object-based classification method with 

integration of Quickbird satellite image and digital surface elevation (DSM) 

extracted from LiDAR data for the Rusafa city of Baghdad, Iraq. All the processes 

were done in eCognition and ArcGIS software for feature extraction and mapping, 

respectively. The overall methodological steps proposed in this research for the 

extraction of urban area using object-based method.  In addition of that  both the 

image data and LiDAR-derived DSM were integrated based on the eCognition 

software for extraction urban map of Rusafa city, Baghdad. Finally, the results 

indicated that the Artificial Neural Networks (ANN) model achieved the highest 

training and testing accuracies and performed the best compared to RF and Support 

Vector Machines (SVM) methods. And also, the results showed that the Artificial 

Neural Networks (ANN) had capability to extract the boundaries of the buildings 

and other urban features more accurately than the other two methods. This could 

be interpreted as the Artificial Neural Networks (ANN) model can learn complex 

features by  the optimization process of the model and its multi-level feature 

extraction property. 
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الاعتماد للاستخلاص الحضري باستخدام صور للقمر الصناعي كوك بيرد وبيانات ليدار طريقة كائنية 

 وتقنيات الجيوماتيك الحضرية الرقمية 
 لوجية و قسم الهندسة المدنية/ الجامعة التكن نور هاشم حميد  

 ه الخلاص
مهمًا بشكل   LiDARأصبح رسم الخرائط الحضرية لاستخراج المعالم الحضرية بناءً على البيانات المستشعرة عن بعُد مثل الصور عالية الدقة وبيانات 

إلا أنها لا تزال معقدة  متزايد في السنوات الأخيرة. على الرغم من أن الباحثين استخدموا الصورة ذات الدقة المكانية العالية لاستخراج المنطقة الحضرية ،  

، ستركز هذه في الأساليب والتحديات المرتبطة بدمج البيانات التي تم الحصول عليها على مدى فترات زمنية مختلفة باستخدام معايير غير منسقة. لذلك  

م تجزئتها  و  للمعالم  المكانية  و  الطيفية  الخصائص  على  بالاعتماد  الحضرية  المناطق  استخراج  على  الصناعية  الدراسة  الأقمار  دمج صورة  ع خلال 

Quickbird  ( مع الارتفاع الرقمي للسطحDSM  المستخرجة من بيانات )LiDAR   لمدينة الرصافة بغداد ، العراق. تم إجراء جميع العمليات في برنامج

eCognition    وArcGIS    في هذا البحث لاستخراج المناطق الحضرية  لاستخراج المعالم ورسم الخرائط ، على التوالي بخطوات منهجية شاملة ومقترحة

و   الصورة  بيانات  من  كل  استخدام  تم   ، ذلك  إلى  بالإضافة  الكائنات.  على  قائم  أسلوب  من    DSMباستخدام  برنامج    LiDARالمشتق  أساس  على 

eCognition    إلى أن نموذج النتائج  ، بغداد. أخيرًا، أشارت  الرصافة  لمدينة  الخريطة الحضرية  التدريب    ANNلاستخراج  حقق أعلى درجات دقة 

مقارنة بطريقتين   أيضًا أن شبكة  SVMو    RFوالاختبار وأداء أفضل  النتائج  المباني والميزات    ANN. وأظهرت  القدرة على استخراج حدود  لديها 

عقدة من خلال عملية تحسين النموذج يمكنه تعلم الميزات الم  ANNالحضرية الأخرى بدقة أكبر من الطريقتين الأخريين. يمكن تفسير ذلك لأن نموذج  

 وخاصية استخراج الميزات متعددة المستويات. 

 

1. INTRUDACTION 

Urban mapping has become increasingly important in 

recent years [1-4], particularity extraction of  urban 

features from remotely sensed data such as high-

resolution imagery and LiDAR (Light Detection and 

Ranging) data [5-8]. Information about urban areas is 

widely used in GIS (Geographic Information System) 

applications including forestry, agriculture, geology 

and landscape studies. Urban information play 

important roles, for example, in mapping forest carbon 

in urban ecosystems [9], mapping individual trees in 

urban areas [10], in studies that use urban features 

(e.g., urban land use) for geological hazards [11], and 

in many landscape studies [12].  

Urban feature extraction has been a challenging topic 

in remote sensing for years. This is mainly due to the 

limitations of the current sensors and the complexity 

of the urban environments. Urban areas often consist 

of different materials which have various material 

components such as minerals, vegetation, and other 

artificial features. Urban areas are characterized by a 

very high degree of spectral heterogeneity. Urban 

materials are also used for different purposes such as 

roof and road materials which add additional 

challenges to the urban feature extraction. Though 

these features are different, but they are similar in 

reflectance properties. Urban materials also get 

deteriorated with time which makes similar features 

look different spectrally and spatially. This problem 

induces a significant degree of spectral intra-class 

confusion. Finally, urban features may have complex 

geometry which requires specific spatial features that 

need to be calculated to enable significant separation 

of the features by the classifiers. Those lead to a 

substantial increase in heterogeneity in the measured 

spectral response of urban materials. 

A number of previous works have investigated the use 

of remotely sensed data for urban mapping. Two types 

from urban extraction methods such as in general 

(pixel-based and object-based). Pixel-based methods 

use pixel information to extract urban features while 

object-based methods group image pixels into objects 

based on spectral and spatial information. Recent 

studies are more focused on object-based methods 

because they provide more accurate feature extraction 

and the outputs are GIS ready data which can be used 

for the targeted applications without much data 

conversion and post editing.  

Studies such as by Benediktsson et al., [13] used 1C 

(IRS-1C) and IKONOS images to extract urban 

features with object-based methods. The classification 

was based on neural networks and its results suggested 

the selection of features which are a challenging task 

and needs further developments. Sensing HX-PE and 

R [14] proposed a model to extract urban built-up land 

features from Landsat thematic mapper and enhanced 

thematic mapper plus imagery. This study used 

spectral indices such as normalized difference built-up 

index (NDBI), modified normalized difference water 

index (MNDWI), and soil adjusted vegetation index 

(SAVI) to identify three major urban land-use classes 

such as built-up land, open water body, and 

vegetation. The results showed that the technique is 

effective and reliable through the overall accuracy 

ranging 91.5% - 98.5%. Myint et al., [15] used object-

based classifier on QuickBird image to identify urban 

classes compared with the traditional classification 

algorithms. This study demonstrated that the object-

based classifier (90.40%) is a significantly better 

approach than the classical per-pixel classifiers 

(maximum likelihood) (67.60%). Ahmed et al., [16] 

proposed an object level model based on a decision 

tree algorithm on SPOT image. The overall accuracy 
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of the proposed model was 96% and the Kappa index 

was 0.95. In addition, Ahmed et al., [17] proposed an 

object-based model through integration of Quickbird 

and Sentinel-1 data for several types of vegetation 

mapping. The method consists of four primary steps 

that image segmentation, Taguchi optimization, 

attributes selection using random forest, and rule-

based feature extraction. The model achieved an 

overall accuracy of 0.87 for urban tree class. More 

recently, Chen et al., [18] combined deep learning 

with object-based image analysis for the extraction of 

urban water bodies from high-resolution imagery. The 

proposed model consists of three major steps which 

were segmentation based on an adaptive simple linear 

iterative clustering algorithm, designed a new 

convolutional neural network (CNN) through training 

this model on two classes: one  including water or with 

no-water pixel. Experimental results showed that the 

proposed method achieved higher accuracy (99.14%). 

Other scholars have investigated integrated data for 

urban mapping in attempts to improve the accuracy of 

the models. Priem and Canters [19] integrated a high-

resolution APEX hyper spectral image and a discrete 

waveform LiDAR dataset for urban mapping. Their 

results suggested that the proposed models could 

contribute to improve classification accuracies. Zhang 

et al., [20] tested the performance of a parcel-based 

land use classification method using random forest 

and LiDAR data. They suggested that the proposed 

technique is appropriate for the detailed urban feature 

extraction including mixed residential and 

commercial building. Sameen and Pradhan [21] 

developed a method based on object-based image 

classification with novel two-stage segmentation for 

the urban road extraction from high spatial resolution 

images and LiDAR data. To realize accurate feature 

extraction, they optimized the process for 

segmentation and classification which are main tasks 

of a classification problem within the object-based 

framework. Their approach could obtain reliable 

urban road extraction and the proposed optimization 

method could help improving the accuracy of the 

outputs. Li et al., [22] proposed an object-based 

classification method for the urban mapping from 

airborne LiDAR and multi-spectral image data. Their 

approach showed promise for large-area classification 

especially in forested areas. A recent work by Rizeei 

and Pradhan [5] combined high-resolution imagery 

and LiDAR data for the generation of urban maps. 

They explored the effects of image orthorectification 

on the accuracy of the maps. They showed that 

orthorectification is an important step in urban 

mapping and may significantly impact the final 

outputs. Degerickx et al., [23] developed Multiple 

Endmember Spectral Mixture Analysis (MESMA) for 

the extraction of urban features from multispectral and 

LiDAR data. They also used feature selection to 

improve the results. Their approach could be used for 

mapping of structurally diverse ecosystems, such as 

urban environments. 

This study will focus on the extraction of urban area 

based on an object-based classification method with 

integration of Quickbird satellite images and digital 

surface elevation (DSM) extracted from LiDAR data 

for the Rusafa city of Baghdad, Iraq. All the processes 

were done in eCognition and ArcGIS software for 

feature extraction and mapping, respectively.  

 

 

2. DATASETS 

The study area of this research is a part of Al-

Rusafa which is located in Baghdad at (44.45°, 

44.46°) longitudes and (33.34°, 33.34°) latitude as 

shown in Fig.1. It is the most  important   

administrative district in Baghdad among the nine 

administrative districts. The area with   high 

population and different land uses such as 

(commercials, industrials, administrates, services, 

educations …etc). 

For the validation of the proposed classification 

technique, two datasets over the study area were used 

including Quickbird satellite image and LiDAR. The 

Quickbird image was acquired on 2010 in a resolution 

of 60 cm. The image data for the study area are in three 

RGB bands. Instead, the LiDAR data are defined in a 

three-dimensional coordinate system (i.e. point 

clouds). This research used airborne LiDAR data of 

0.5 m resolution captured on 2010 to obtain a very 

high-resolution DSM. 
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     Fig. 1. Shows the Quickbird satellite image used in the current study 

 

 

3. METHODOLOGY 

The overall methodological steps proposed in this 

research for the extraction urban area using object-

based method is presented in Fig. 2. The first is data 

pre-processing which included preparing the data and 

correcting them for spectral and spatial enhancement. 

The usual problem of the malfunction errors and 

sensor degradation lead to create these errors. A pre – 

process method for the Quickbird image will be done   

to correct the radiometric and geometric from the 

errors in the image. Then, the LiDAR data was 

corrected, and a DSM product was extracted. So, the 

first step is removing these errors before building the 

rule sets or generating the classification map which is 

considered an important step. After that, both the 

image data and LiDAR-derived DSM were integrated 

based on the eCognition software which offers a 

segmentation technique called multiresolution 

segmentation algorithm. Then, samples were collected 

from urban and non-urban areas. These samples were 

used to create a set of rules. The artificial neural 

network (ANN) classifier was thereafter applied on 

the mage objects to obtain the classification map of the 

study area.  Also an Overall Accuracy and Kappa 

index will be sure to validate this method in this paper. 

Finally, a map with a special case as a thematic 

procedure of AL-Rusafa city was extracted and tested 

on samples not used during the training process.     



 

5 

 

 

Fig. 2.  Shows the overall methodology propose 

 

 

 

 

3.1 Digital Image Preprocessing (DIP) 

It is important to make sure that the remote sensing 

data is accurate and contains less noise before 

performing any image processing steps. In this paper, 

the Quickbird image was pre-processed in two 
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methods. The first method as in step was the digital 

numbers of the original image to be converted into 

reflectance.This method showing  the effects of sun 

light, atmospheric layer, and improved the spectral 

information of the image to be reduced. In the second 

method,  A geometric correction  with set of projection 

coordinate were be done for the image .A final digital 

thematic map of the study area was done by the  

classification  of the image with building Geo database 

as in GIS layers . The image which is processed of 

Quickbird image will used for the classification and   

segmentation.  

On the other hand, DSM of LiDAR is built on the 

basis of cloud points with the extension of LAS. The 

multi-scale curves classification algorithm (MCC) 

was applied to classify the LiDAR returns to 

groundwater and offshore points. The algorithm 

integrates rotation filtering with a scale component 

and variable curvature tolerance. Using the thin plate 

spline method, a surface is set at different resolutions 

and the points are graded according to a progressive 

curvature parameter. If the resolution increases to 

compensate for the slope effect and normalizing the 

data, the order of rotation tolerance increases. 

Filtering windows (1x1) were used to filter DSMs 

extracted from the LiDAR data shown in Fig. 3. 

 

 
 

Fig.3. The LiDAR-derived DSM data 

 

3.2 Image Segmentation 

Once the data was prepared for analysis, the image 

was subdivided into a non-overlapping and uniform 

region using a multi-resolution segmentation 

algorithm. This process was implemented in 

eCognition software. In this algorithm, three 

parameters were required, scale, shape and 

compactness. These parameters were selected by trial 

and error method. After several trails, it was 

discovered that a scale of 25, a size of 0.5, and 

compactness was best for use with the study area and 

data set. Based on the user-defined parameter values 

of the Multi-Resolution Sequencing algorithm, the 

image was separated, and the next step, the image 

objects were created for the classification process. 

 

 

3.3 Classification Methods 

3.3.1 Support Vector Machines (SVM) 
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Support vector machines (SVMs) are a set of 

related supervised learning methods used for 

classification and regression. SVM is a statistical 

classification method and given m labeled training 

samples, {(xi⃑⃑⃑  , yi⃑⃑⃑  |xi⃑⃑⃑  ∈ Rn, yi  ∈ {−1,1}, i =

1…m, SVM can generate a separation hypersurface 

with maximum generalization ability. 

Mathematically, the decision function can be 

formulated as follows: 

d(x)⃑⃑ ⃑⃑  ⃑ = ∑αiyiK(xi⃑⃑⃑  

m

i=1

, x⃑ ) + b                                        (1) 

where αi and b are the parameters determined by 

SVM learning algorithm, and K(xi⃑⃑⃑  x⃑ ) is the kernel 

function, which implicitly maps the samples to a high 

dimension space. The samples xi⃑⃑⃑   with nonzero 

parameters αi are called support vectors.  

3.3.2 Random Forest (RF) 

Random forest (RF) is a machine learning based 

classification model that uses randomized decision 

trees. It is an ensemble model that can be used both for 

classification and regression problems. Thus, it has 

been used for a variety of tasks including land cover 

mapping. Its main advantage is the ability of 

predominant execution on high dimensional data. It 

also internally performs an implicit feature selection 

using a small subset of the training data. The feature 

selection process is guided by an indicator called 

"Gini importance".  

3.3.3 Artificial Neural Networks (ANN) 

The machine learning has several tasks such as 

classification, regression, clustering, dimensionality 

reduction and others. These tasks depend on the 

required output as in the machine learning procedure. 

In classification-machine learning has many 

algorithms for this topic such as ANN, SVM, 

Gaussian processes, Decision trees and another 

algorithm. In this research the classification and ANN 

task to produce classification map (thematic map was 

taken   

ANN model has two equations which are  

considered very important to improve the accuracy for 

ANN model. First equation for minimizing the error 

function as illustrated in( Equation 2), second 

equation for correcting  to weight parameters such as 

computed and added to the previous values (Equation 

3). 

𝐸 =
1

2
∑(𝑑𝑗 − 𝑜𝑗

𝑀)
2
                                                    (2)

𝐿

𝑖=1

 

{
∆𝑤𝑖,𝑗 = −𝜇

𝜕𝐸

𝜕𝑤𝑖,𝑗

∆𝑤𝑖,𝑗(𝑡 + 1) = ∆𝑤𝑖,𝑗 + 𝛼∆𝑤𝑖,𝑗(𝑡)

                          (3) 

 

where 𝑑𝑗  represents the desired output, 

𝑜𝑗
𝑀 represents the current response of the node in the 

output layer, and L is the number of nodes in the 

output layer. 

where 𝑤𝑖,𝑗 is weight parameter between node 𝑖, 𝑗, 

∆ is represent a learning rate, 𝛼   is represent a 

momentum factor t. 

 

 

 

 

 

 

 

3.4 Evaluation Methods 



 

5 

Error matrix analysis is used to determine the 

Kappa statistic (K) and Overall Accuracy (OA) in 

order to achieve the best classification accuracy. The 

computation of OA is achieved by dividing the total 

sum of the major diagonal by the total number of 

pixels available in the error analysis matrix. The 

Kappa analysis is a technique of discrete multivariate 

deployed in many accuracy assessments. Kappa 

analysis is a measure of accuracy yields or K statistic 

is calculated based on Equation 4: 

𝐾 =  
𝑁 ∑ 𝑥𝑖𝑖

𝑟
𝑖=1 − ∑ (𝑥𝑖 + 𝑥+𝑖)

𝑟
𝑖=1

𝑁2 − ∑ (𝑥𝑖 + 𝑥+𝑖)
𝑟
𝑖=1

                            (4) 

Where the number of rows in the matrix is 

represented by the symbol 𝑟. The symbol 𝑥𝑖𝑖  stands 

for the number of observations in the row. While 

column𝑖, 𝑥𝑖+ and 𝑥+𝑖 represent the marginal totals for 

both row 𝑖 and column 𝑖 and 𝑁 denotes the total 

number of pixels. 

On the other hand, F-measure is measure that 

combines precision and recall is the harmonic mean of 

precision and recall, the traditional F-measure or 

balanced F-score: 

𝐹 = 2.
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛. 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
                                         (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
                                                         (6) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
                                                  (7) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑡𝑛 + 𝑓𝑝 + 𝑓𝑛
                              (8) 

TP represents True Positives which is the number 

of examples of predicted positive that are actually 

positive. FP refers to False Positives which is the 

number of examplesof predicted positive that are 

actually negative. TN is the True Negatives represents 

the number of negative predictions that are truly 

negative, and FN is the False Negatives indicates the 

number of negative predictions that are truly positive.  

 

4. RESULTS AND DISCUSSION  

4.1 Results of image segmentation 

Image segmentation groups the image pixels into 

homogenous objects that let object spatial, textural 

and geometric properties to be calculated. The new 

features extracted at object-level could boost the 

accuracy of the classification. Fig. 4 shows the 

segmentation results applied in this research. The 

segmentation of the study area was generated using 

the parameters shown in table 1. The classification 

models including RF, ANN, and SVM were applied to 

the segmentation data to generate the classified map 

of the study area. The image objects along with their 

attributes were used for the classification.  

The parameters of the segmentation have impacts 

on the generated image objects and thereby the 

classification results. The default parameters that 

come with the eCognition software were shown in 

table 1 yielded poor classification results. Thus, the 

parameters were fine-tuned by the trial and error 

method to find more appropriate values of the 

parameters that could help to improve the 

classification results. The scale parameter controls the 

size of the generated image objects. This parameter 

depends on the scale of the image and the geometry of 

the urban features in the area. The scale of 25 was 

found suitable in the study area because it makes the 

generated objects accurately represent the urban 

features. Other two parameters i.e. shape, and 

compactness control the geometry of the generated 

image objects as well as the smoothness of the objects. 

All the three parameters are highly important in the 

proposed method. The values selected in this research 

may not be suitable for other areas and thus may need 

further tuning as needed depending on the urban 

environment of the study area. 
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Table 1.  

Default and selected values of the segmentation parameters 

Parameter Default   Value Selected Value (best for the study area) 

Scale 10 25 

Shape 0.1 0.5 

Compactness 0.5 0.5 

 

 

Fig . 4. Show the image objects created by using multi resolution segmentation algorithm. 

 

4.2 Results of classification 

The performance of the applied classification 

models using both the training and testing samples 

was shown in table 2. The results indicate that the 

ANN model performed the best compared to RF and 

SVM methods. The ANN model achieved the highest 

training and testing accuracies of overall accuracy 

(98.80%) and Kappa index (0.96) and overall 

accuracy (96.32%) and Kappa index (0.94) for the 

training and testing samples, respectively. RF 

outperformed the SVM method considering the 

training and testing samples. The overall accuracy and 

Kappa index of the model of RF were (91.44, 0.87) 

and (87.73, 0.84) for testing and training all the 

samples. The lowest accuracy was achieved by the 

SVM method. The SVM method achieved overall 

accuracy and Kappa index of (89.81%, 0.85) and 

(83.73%, 0.81) for the training and testing samples. 
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Table 2.  

The training and testing accuracies obtained for the classification map of the study area with the proposed method. 

 

Models 

Training Testing 

Overall 

accuracy% 
Kappa index 

Overall 

accuracy% 
Kappa index 

SVM 89.81 0.85 83.73 0.81 

RF 91.44 0.87 87.73 0.84 

ANN 98.80 0.96 96.32 0.94 

 

 

The ANN model because of its feature of 

extracting abstract information at multiple levels from 

the given image objects could help to achieve the best 

classification results. For the detailed assessment of 

the method, this research also calculated the 

accuracies of urban and non-urban classes separately 

based on Precision, Recall, and F-measure. The 

effects of these indicators are as follows. Precision 

indicated how many areas that the model determined 

to be positive were true positive areas. Recall 

indicated how many positive samples were judged to 

be positive by the model. F-measure was an index 

balancing precision against recall. The results are 

summarized in table 3. The model although achieved 

accuracies for non-urban areas higher than those of 

urban areas, it could produce an acceptable 

classification map for the study as shown in fig. 5. The 

average accuracies for both the urban and non-urban 

classes were Precision = 0.647, Recall = 0.652, and F-

measure = 0.623.  

 Table 3 

 shows the detailed accuracy by class for the proposed models (ANN) 

Class 

True 

Positives 

Rate 

False 

Positives 

Rate 

Precision% Recall% F-Measure% 

Urban 0.336 0.133 0.632 0.336 0.439 

Non-Urban 0.867 0.664 0.658 0.867 0.748 

Weighted 

Avg. 
0.652 0.449 0.647 0.652 0.623 

 

In addition, table 4 shows a contingency table 

which is also generally regarded as a confusion 

matrix. Confusion or error matrix is a specific table 

layout that is used to describe the performance of a 

classification model on a set of test data for which the 

true values are known. In this regard, there exist two 

classes. Hence, it can be represented by a 2 x 2 

confusion matrix which can be arbitrarily large. The 

number of properly classified instances can be 

computed by summing the diagonals found in the 

matrix. This implies that other parameters in the 

matrix are wrongly classified (class "a" represents 

misclassified; "b" exactly twice; class "b" gets 

misclassified as "a" three times). 
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Table 4.  

Shows the Confusion Matrix for the proposed models (ANN) 

a b classified as 

8850 17505 a = Urban 

5143 33629 b = Non-urban 

 

After the models have been tested, the 

classification maps with these models were generated 

for the study area. The classification map produced by 

the ANN model shown in Fig. 5 and by the RF and 

SVM are shown in Fig. 6 and Fig. 7. It is obvious from 

the results that the ANN had capability to extract the 

boundaries of the buildings and other urban features 

more accurately than the other two methods. This 

could be interpreted as the ANN model can learn 

complex features by the optimization process of the 

model and its multi-level feature extraction property. 

However, the ANN model may require additional 

computing time and optimization processes than the 

other two models. This could add computational 

challenges and thus it is suggested that it can only be 

applied in areas with complex urban features.  It also 

helps to learn features from multi-modality datasets as 

is the case of this research Quickbird and LiDAR. For 

the applications with single dataset, other two 

methods may be good alternatives especially for rapid 

assessment of urban environments of an area.  

 

Fig. 5 shows the thematic map of Rusafa city produced by using the ANN model. 
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Fig. 6 shows the thematic map of Rusafa city produced by using the RF model. 

Fig. 7 shows the thematic map of Rusafa city produced by using the SVM model 
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5. CONCLUSION  

Urban mapping has become increasingly 

important in recent time. As well as that, the extraction 

urban features from remotely sensed data and GIS are 

widely used in applications including forestry, 

agriculture, geology and landscape studies. In this 

work, different advance classification methods have 

been tested for the high-resolution satellite imagery 

classification for urban form Extraction. So the 

QuickBird image and the LiDAR data were used for 

the extraction urban area using object-based method. 

Then, both the image data and LiDAR-derived DSM 

were integrated based on the eCognition software and 

used for image segmentation by using the well-known 

multiresolution segmentation algorithm. Moreover, 

the samples have been urban and non-urban areas. In 

addition, the classifier used three algorithms such as 

Support Vector Machines (SVM), Random Forest 

(RF) and artificial neural network (ANN). The results 

were validated by two of indicators including Overall 

Accuracy and Kappa index. Finally, the results 

indicated that the ANN model performed the best 

compared to RF and SVM methods for thematic map 

of Rusafa city. ANN is a new computational model 

with rapid and large uses for handling various 

complex real world issues especially in image 

extraction. The ANN model achieved the highest 

training and testing accuracies of overall accuracy 

(98.80%) and Kappa index (0.96) and overall 

accuracy (96.32%) and Kappa index (0.94) for the 

training and testing samples, respectively. 
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