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Abstract: The rising burden of chronic diseases, 

particularly diabetes, necessitates diagnostic 

frameworks that can navigate the inherent 

ambiguity of clinical data. Conventional predictive 

models often struggle with the stochastic 

uncertainty stemming from subjective patient 

narratives and laboratory noise, as well as the 'black-

box' lack of interpretability. To transcend these 

limitations, this research introduces a novel Fuzzy 

Weighted Bayes Association Rule Mining 

(FWBARM) framework. This approach integrates 

fuzzy logic to handle data vagueness with a weighted 

mechanism that implicitly learns feature 

importance, thereby generating robust, transparent, 

and clinically interpretable decision rules. The 

proposed system, evaluated as the 'Reliable Diabetes 

Prediction Model,' demonstrated superior 

diagnostic efficacy, achieving 96.8% accuracy, 

98.6% precision, and 97.5% recall. By reconciling 

high predictive performance with rule transparency, 

this work offers a scalable solution for personalised 

medicine and reliable Clinical Decision Support 

Systems. 
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1.INTRODUCTION
Diabetes mellitus (DM) is a chronic disorder 
characterised by abnormal carbohydrate, 
protein, and lipid metabolism, leading to 
hyperglycemia [1]. It is classified into two main 
types: type 1 and type 2 diabetes [2]. Threats in 
society due to chronic diseases always exist and 
are ever-increasing [3]. Diabetes will become 
the seventh leading cause of death by 2030 [4]. 
However, on the positive side, a large volume of 
data is generated in the clinical domain [5]. 
Currently, in the healthcare industry, around 
30% of the world’s data volume is produced. 
However, due to the privacy policy, this clinical 
data is not publicly accessible. Thus, 
Computational Intelligence approaches focus 
on developing novel models, algorithms, and 
methods to solve real-world problems. To 
improve the standard of patient care, identify 
treatment plans and provide best-practice 
recommendations from standard clinical 
datasets available in the research world [6]. 
Predictive modelling plays a crucial role in the 
clinical domain. Modelling plays a pivotal role 
in clinical practice, with strong potential to 
improve patient care through better decision-
making [7]. The Bayesian classifier is the most 
suitable predictive model for the clinical 
domain, as it captures conditional 
dependencies among disease symptoms [8]. 
Here Bayesian classifier plays crucial role is 
depicting and understanding the association 
between the symptoms In this study, to 
enhance the performance parameter Bayesian 
classifier is reconstructed to incorporate two 
clinical dataset characteristics, i.e. "Fuzziness 
in Clinical Data," by eradicating the Sharp 
boundary in clinical data using fuzzy theory and 
“Not all symptoms are equally important for 
prediction” by using the weighted methods 
which assigns weights to the attributes 
according their predicting capabilities [9]. This 
paper proposes a novel algorithm for 
constructing a Fuzzy Weighted Bayesian Belief 
Network (FWBBN) model from medical 
datasets. In this study, fuzzy weight theory is 
integrated with a Bayesian classifier specifically 
for the chronic disease diabetes, yielding a 
novel classifier, FWBBN. The primary 
contributions of the proposed framework 
include, first, applying FL to address vagueness, 
sharp boundaries, and imprecision in medical 
attributes. Next, for each fuzzy attribute, an 
automated weight is assigned based on its label 
contribution to class-label prediction. The next 
step is to extract fuzzy weighted rules between 
two attributes, between multiple attributes, and 
between attributes and the class label, as Fuzzy 
Weighted Class Association Rules (FWAR), 
based on minimum threshold values for Fuzzy 
Weighted Support (FWS) and Fuzzy Weighted 
Confidence (FWC). Strong Fuzzy Weighted-
class Bayesian Rules (FWBAR) rules are yielded 

based on Fuzzy Weighted Bayesian Confidence 
(FWBC) measure to build the FWBBN model 
that captures real-life medical situations and 
produces an accurate and improved classifier 
based on Interdependency among the medical 
attributes. 
2.RELATED WORK 
A rigorous literature review has been conducted 
over the past 10 years in the clinical domain, 
focusing on fuzzy-based classifiers that use 
various medical datasets from the UCI archive. 
Due to the Sharp Boundaries of quantitative 
attributes, a patient may be misclassified into a 
category, such as High_BloodPressure or 
Low_Blood_Pressure, leading to erroneous 
predictions in medicine and incorrect 
treatment in clinical practice. Fuzzy Logic (FL) 
is an appropriate theory for addressing the 
"Sharp boundary" problem. Here, Fuzzy Logic 
can be applied to quantitative attributes to 
determine the patient's partial membership in 
all categories. For example, consider the 
following discretization rule for the attribute 
Blood Pressure (BP), BP [80-120] 
→Hypertension ="Optimal", BP [84-129] 
→Hypertension="Normal", BP [89-139] 
→Hypertension="High-Normal", and BP 
[Above 90-Above 140] →Hypertension=" 
High"[10]. If, in a particular dataset record, the 
BP value is 141, then, according to the above 
discretisation rules, the patient is classified as 
severely hypertensive by crisp/sharp analysis, 
which may lead to misclassification, as the 
patient may also satisfy other regulations to 
some degree [10]. Fuzzy Logic plays an essential 
role in determining the extent to which the 
patient partially belongs to each fuzzy value of 
the set {Optimal, Normal, High-Normal, High}. 
So, to measure belongingness using the 
membership function, the value of the 
membership to the fuzzy set is like (µ(BP," 

optimal")=0.1,µ(BP," normal")=0.2,µ(BP," high-

normal")=0.3,µ(BP," high")=0.4). 
However, the major challenge in fuzzy 
association rule mining is to address the 
exponential growth in rules produced by fuzzy 
partitioning of attributes [11]. This can be 
resolved by incorporating attribute weight 
assignment into the model-building process, as 
the omission of attribute weights is often 
criticised for yielding uninteresting rules with 
high frequency and low importance, which lead 
to incorrect predictions [12]. After solving the 
sharp boundary problem in the data and 
weighting, the key is to identify the associations 
among the different weightings and among the 
attributes. Fuzzy theory can be applied to a 
Weighted-support significant framework that 
integrates quantitative and qualitative aspects 
of the dataset. Here, the Class Association Rule 
Mining method plays an important role, as it is 
used to discover associations between 
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attributes and class labels, a subgroup of 
Association Rule Mining. The essential findings 
are shown in Table 1. The literature survey 

offers a promising approach in the clinical 
domain when incorporated with various 
classifiers. 

Table 1 A Brief Literature Review. 
S.no Refs. Techniques Relevant Review Findings 

1 [11] FWARM Classifier Fuzzy theory can be used to eliminate sharp boundaries 
which exist in medical data. 

2 [13] Weighted Association based on classification. Domain expert-based weight assignment. 
3 [14] Fuzzy logic It plays a crucial role in predictive analysis and 

classification. 
4 [15] Modified dynamic multi-swarm optimisation. Very efficient and adaptive prediction system. 

Heart Disease dataset Accuracy of 92.13% 
5 [16] Fuzzy system. Accuracy of 96.6% on the COVID dataset. 
6 [17] Fuzzy SVM Diabetic dataset 

Accuracy of 96.8% 
7 [18] Fuzzy random forest Heart Disease dataset 

Accuracy of 93.4% 
8 [19] Neuro-Fuzzy classifier Accuracy of 95.14% 
9 [20] Fuzzy Temporal Rule-Based Classifier Breast cancer dataset. 

Accuracy of 99% 
10 [21] Bayesian Classifier Diabetes  UCI dataset. 

Accuracy of 82.5% 
11 [22] Bayesian Classifier Diabetes’s UCI dataset. 

Accuracy of 92.2% 
12 [23] Bayesian Belief Classifier Breast cancer, UCI dataset. Accuracy of 97% 
13 [24] Bayesian Classifier Breast cancer, UCI dataset. Accuracy of 96.31% 
14 [25] Bayesian Classifier Breast cancer, UCI dataset. Accuracy of 87% 
15 [26] Bayesian Classifier Breast cancer, UCI dataset. Accuracy of 96% 

 
The survey also found that the most suitable 
classifier is the Bayesian Belief Network, which 
yields substantially better results when applied 
to clinical datasets such as Cancer, Heart 
disease, Diabetes, and COVID-19 data. So, an 
idea emerged to use the Fuzzy weighted concept 
with a Bayesian Belief Network to enhance the 
prediction rate by taking care of two important, 
crucial, critical, essential characteristics of 
clinical data, i.e. “Every symptom has a 
different impact rate for prediction” and 
“Fuzziness in medical data”studyused primarily 
the UCI archive’s Pima Indian Diabetes Dataset 
(PIDD). The entire experiment is conducted 

primarily on medical datasets, specifically the 
UCI archive’s Pima Indian Diabetes Dataset 
(PIDD), which is used to study diabetes. In this 
dataset, missing values are not explicitly 
labelled as NaN. Instead, for specific 
physiological measurements, a value of 0 is 
biologically impossible and should be treated as 
missing. Moreover, to handle missing values, 
Statistical Imputation is used. Median 
imputation for skewed features and mean for 
normally distributed ones. Additional datasets 
are also used for comparative analysis. The 
detailed distributions of the clinical datasets 
used in the experiments are shown in Table 2. 

Table 2 Data Distribution of Various Clinical Datasets. 
Data #records Features Class  Positive class(%) Negative class(%) 

Breast Cancer 699 9 2 34 66 
Heart Disease 303 14 2 54 46 
Pima Indian Diabetes 768 9 2 35 65 

 

The breakdown based on distribution analysis 
of the Pima Indians Diabetes Dataset from the 
UCI repository is as follows: 
The features replaced with the median are 
glucose, diastolic blood pressure, skin 
thickness, insulin, and body mass index. 
Features replaced with the mean are diabetes 
pedigree function (DPF) and age, whereas 
pregnancies are typically left as-is (since zeros 
are valid values).  
3.METHODOLOGY 
normalisation. The method used in the 
proposed FWBBN model is shown in Fig. 1. It 
outlines the process that will be followed 
throughout the research for the proposed idea. 
Firstly, the dataset is extracted from the UCI 
Machine Learning Repository, which is 

available in normalised form and accessed via 
the LUCS-KDD DN software. After 
discretisation, the database is partitioned into 
fuzzy linguistic values, and the fuzzy values are 
computed using a trapezoidal membership 
function. Weights are calculated using the 
Maximum Likelihood Estimation Method. The 
next step is to generate FWAR rules using FWS 
and FWC. The FWBBN is built using robust 
rules generated as Fuzzy Weighted class 
Bayesian Rules (FWBAR). The detailed work is 
explained in the following sections. The 
FWBBN Hyperparameters Documentation 
comprises: 1. Fuzzification parameters, such as 
the number of fuzzy partitions per attribute, 
fuzzification type, and trap_a, trap_b, trap_c, 
and trap_d; 2. Fuzzy Rule Generation: 

https://tj-es.com/
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Hyperparameters include the minimum 
support threshold and the rule-pruning 
strategy. Fuzzy Weighting (MLE) 
Hyperparameters like max weight range, min 

weight threshold, and weight normalisation. 
The method of the proposed research is 
elaborated in the pseudocode shown in Fig. 2. 

 
Fig. 1 Methodology of the FWBBN Model. 

 
Fig. 2 Fuzzy WBAR Algorithm. 

3.1.ProposedModel: Fuzzy Weighted 
Bayesian Belief Network  
Consider a Fuzzy database FD = {p1, p2, p3…. 
pi…pn} with attributes set AS = (b1, b2, ……bm}; 
each bK relates to linguistic labels set LS={l1, l2, 
……lL } for example LS={high, low, moderate}. 
Suppose that each bk is correlated with fuzzy set 
FSk = {(bk,l1), (bk,l2), (bk,l3),  ……(bk,lL)}. 
Consider a tuple in which each attribute bi 
possesses a certain degree of fuzziness. 
Consider any fuzzy attribute bi of fuzzy set ljin 
record rk; the degree of membership will be 
denoted as rk[µ(Ii, lj)] of dataset D1. Here, FL is 
employed to divide the quantitative attributes 
into fuzzy intervals and to design a relevant set 
of linguistic labels, which are represented as 
fuzzy sets and then used as a new domain [28]. 
The Pima Indian Diabetic dataset is 

reprocessed using the approach, and each 
attribute is replaced with its corresponding 
fuzzy set. For example, the attribute “Glucose” 
is replaced with its fuzzy set (low, medium, 
high, very high), and a trapezoidal 
membership function is used to compute the 
membership value for each value. In this new 
domain, the weighted concept is also 
incorporated, as ignorance of attribute weights 
is always denounced because it will yield a dull 
rule with high frequency and low importance. 
To calculate the weights, a statistical approach 
based on Maximum Likelihood Estimation 
(MLE) is proposed [29]. The MLE is a statistical 
method in which parameter estimation is based 
on a probability distribution over the observed 
data [30]. After fuzzifying the attributes, the 
next step is to assign automated weights to each 

Algorithm: FWBAR 
Input to System: The Database consists of records and attributes. 
Output from System: Fuzzy Weighted Bayesian Association Strong Rules. 
1. Discretise the variables of the data records given in Database D. 
2 Transform Database with Fuzzy values using the Trapezoidal membership function as D1. 
3. Assign weights to fuzzy attributes of Database D1. 
4. Generate Fuzzy Attribute Set Weight for Database D1. 
5. Calculate Fuzzy Weighted Support for two-item sets, multi-item sets, and class labels. 
6. Again, Calculate Fuzzy Weighted Confidence for two items, ets, multi-item sets, and class 
labels.  
7. Generation of strict rules. 
8. For every rule, calculate Fuzzy Weighted Bayesian confidence (FWBC). 
9. Construct a Bayesian Belief Network using the output rules with the highest FWBC. 

https://tj-es.com/


 

 

Shweta Kharya, Sunita Soni, Pragyan Nanda, Giridhar Urkudee, et al / Tikrit Journal of Engineering Sciences 2025; 32(Sp1): 2685. 

Tikrit Journal of Engineering Sciences │Volume 32│No. SP1│2025  5 Page 

fuzzified value. These weights are determined 
using the Maximum Likelihood Estimation 
(MLE) method [33]. MLE is a statistical 
technique that estimates parameters for 
estimating the probability distribution of 
observed data. When applied to a dataset, it 
identifies parameter values that maximise the 
likelihood of observing the given data. The 
likelihood function is expressed in Eq. (1): 

  
(1) 

where:      

• P is the initial probability of the occurrence of 
an event, 

• L(P) represents the likelihood corresponding 
to probability PPP, 

• x1,x2,…,xn are the n observed instances of a 
sample. 

The process begins by calculating the prior 
probability of a class label (e.g., “yes”) from the 
training dataset. MLE is then evaluated across 
a range of probabilities around this prior 
probability. By slightly varying these values, the 
method identifies the probability that produces 
the maximum likelihood of the observed data. 
The probability value that maximises the 
possibility is finally assigned as the weight for 
the corresponding attribute. 
Example: Consider an instance of 11 records 
with the occurrence of “Diabetes=YES” due to 
the diagnostic attribute “high glucose” in the 
diabetes database, with a value of 3.  
1. Find the prior (initial) probability value of 

the attribute in the training dataset. 
The initial probability (p)  is  (1)=3/11=0.27 

2. Calculate Likelihood value L(.) for p. 
       p = 0.2727 ≈ 0.30 
        L(.)= 0.00158(maximum) 

3. Calculate the Likelihood value for the 
nearby probability value. 
                  ie   =0.4, 0.2 and 0.1.  
                        L(.4)= 0.001293 
              L(.2)= 0.001207 
             L(.1)= 0.00035 

4. The probability value, for which the 
Likelihood Estimation is maximum, is 
assigned as the weight to that symptom. 

5. Here it is observed that maximum{(L(.), 
L(.4), L(.2), L(.1))}=0.00158, which is for 
the probability value  =0.27≈ 0.3  

By assigning higher weights to statistically 
significant fuzzy partitions and lower weights to 
irrelevant or noisy partitions, FWBBN reduces 
the influence of rare or spurious fuzzy sets. This 
acts as a regularisation effect, preventing the 
model from relying too heavily on unreliable 
partitions and thereby avoiding overfitting. 
3.2.Definition, Formulae, and 
Algorithm 
attributes. Novel formulas are formulated to 
generate strict rules between attributes and 
among attributes. To show the concept. A small 
sample dataset, D, comprising a few patient 
records, is presented in Table 3. 
Table 3 Sample Dataset D of the Pima Indian 
Dataset. 
Glucose Blood 

Pressure 
Insulin Body Mass 

Index 
Class 
Label 

10 8 7 7 Yes 
9 8 7 6 Yes 
9 7 4 4 Yes 
1 3 3 3 No 
6 8 7 4 Yes 

Using Table 3 (Database D), a new Table D1 is 
generated using the trapezoidal fuzzy 
membership function to show the partial 
belongingness of the actual attribute to each of 
the new corresponding fuzzy sets. Here every 
single attribute is classified into four fuzzy sets 
using linguistic tags [low (L), moderate (M), 
high (H), very high (VH)] with discretization 
rules applied to the dataset as {1-3} belongs to 
low,{3-5} belongs to moderate,{5-7} belongs to 
high and {7-10} belongs to very high fuzzy sets. 
For example, consider the attribute of Table 4, 
which is transformed into four new fuzzy 
attributes.Fore.g:Glucose,Low),(Glucose,
moderate),(Glucose,high),(Glucose,ver
yhigh). 
Table 4 illustrates an example of a new 
database, D1, with fuzzy values. Table 4 
contains fuzzy values for each attribute. Here, 
the Fuzzy weighted concept in the dataset is 
introduced and incorporated in Sections 3.2.1 
and 3.2.2. 
3.2.1.Weight Fuzzy Attribute 
Table 5 presents the fuzzy attributes of the 
diabetic data with random weights. This 
approach is used to give weight W(Ii, lj) to each 
fuzzy Item I(Ii, lj) where ( 1≤ i ≤ n), (1≤  j ≤ L), 
and (0≤w≤1). 

Table 4 Sample Dataset D1 with Fuzzy Values. 
Glucose Blood_Pressure Insulin Body_Mass_Index Class Label 

L M H VH L M H VH L M H VH L M H VH  
.1 .1 .2 .6 .0 .1 .2 .7 0 .1 .2 .7 .1 .1 0 .8 Yes 
.1 .1 .6 .2 .1 .1 .2 .6 0 .1 .4 .5 0 .2 .1 .7 Yes 
.1 .1 .2 .6 0 0 .2 .8 .6 .3 .1 0 .7 .3 0 0 Yes 
.7 .2 .1 0 .4 .6 0 0 .2 .6 .2 0 0 .1 .7 .2 No 
0 .4 .6 0 .1 .2 .5 .2 0 0 .8 .2 .7 .3 0 0 Yes 

Table 5 Random Weights for the Pima Indian Diabetic Dataset. 
Attribute Name L M H VH 

Glucose .1 .3 .7 .9 
Blood_Pressure .1 .4 .6 .9 
Insulin .1 .3  .7 1 
Body_Mass_Index .1 .5 .7 .9 

1 2 nL(P x , x ,..., x )
n

i

i 1

f (x P)
=

=
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3.2.2.Weight Fuzzy Attribute Set Record 
rk[FASRW(X)] is computed as the product of 
the membership degree of an attribute in each 

fuzzy set (Table 4) and the weight of the fuzzy 
attribute of the set (Table 5) as formulated 
using Eq. (2). 

  ( )
1

X

k i j k i j i j
i

r FASRW(X) (I ,l ) X r (I ,l ) W( I ,l )
=

  =         (2) 

Example: Considering the 2-attribute set 
(glucose very high), (insulin high) of the first 
record in database D1 (Table 4), the FASRW is 
calculated as: 
FASRW (glucose high), (insulin high) = (.6*.9) 
(.2*.7) = .54 *.14 = .0756 

Here, 0.9 and 0.7 are weights, and 0.6 and 0.2 
are the membership values for (glucose very 
high) and (insulin high), respectively.                                                                  

 3.2.3.Weight of Fuzzy Attribute Set  
FA SW (X): The sum of FASRW of all clinical 
records is computed as FA_SW(X), and the 
formula is as follows: Eq. (3) and Eq. (4). 

 (3) 

 (4) 

Example: Consider the two attribute sets 
(glucose very high) and (insulin high). 
FA SW (glucose very high), (insulin high) 
=[(.6*.9)(.2*1)+(.2*.9)(.4*.1)+(.6*.9)(.1*.1)+(0
*.9)(.2*.1)+(0*.9)(.8*1)] 
=(.54*.2)+(.18*.04)+(.54*.01)+0+0 
=.108+.0072+.0054 
=.1206 
The following definitions and formulas are 
proposed to calculate the FWS and FWC for two 
attributes, multiple attributes, and with class 
labels, to build Fuzzy Weighted class 

association rules. Further, similar calculations 
are performed. 
3.2.4.Support Fuzzy Weighted Concept 
Support Fuzzy Weight of any rule X→Y is 
calculated as the sum of weights of all records 
in which the given Y is true, divided by the total 
number of records where X and Y are sets of 
non-empty subsets of fuzzy weighted attributes, 
denoted by Support of Fuzzy Weight (X→Y) 
provided by Eq. (5).  

 
(5) 

where rk is all records for which the given class 
label/descendant attribute is true. 
3.2.5.Confidence Fuzzy Weight Concept 
A generalised formula is created for Fuzzy 
weighted Confidence of 2 attributes, Multi 
attributes and with the given class label.  

Confidence Fuzzy_ Weight of a rule X→Y, 
where X is a non-empty set of attributes, and Y 
is considered as an attribute or a class label. Eq. 
(6) and Eq. (7) are used to calculate the 
confidence values. 

supportoffuzzy_weight(X Y)
Confidenceoffuzzy_weight=

supportoffuzzy_weight(X)


 (6) 

=
∑ ∀𝑟𝑘ℎ𝑎𝑣𝑖𝑛𝑔 𝛱

𝑖=1
|𝑋|

(∀(𝐼𝑖 ,l𝑗) ∈ 𝑋) [𝑟𝑘[𝜇(𝐼𝑖 ,l𝑗) × 𝑊(𝐼𝑖 ,l𝑗)]] 𝑔𝑖𝑣𝑒𝑛 𝑌

∑ 𝛱

𝑖=1
|𝑋|

(∀(𝐼𝑖 ,l𝑗) ∈ 𝑋) [𝑟𝑘[𝜇(𝐼𝑖 ,l𝑗) × 𝑊(𝐼𝑖 ,l𝑗)]]
|𝐷1|
𝑘=1

 (7) 

Using the above formulas, FWAR rules are 
generated. Next, the following formulas are 
designed to create strict rules for building the 
predictive model based on the Fuzzy Weighted-
class Bayesian Theory. Lastly, a new concept, 
fuzzy_weighted_bayesian_confidence, is 

proposed to generate Fuzzy Weighted-class 
Bayesian Rules and construct a FWBBN model. 
For every Fuzzy weighted class rule, the joint 
probability distribution is calculated using Eq. 
(8). 

 (8) 

 
1

1

D

k

k

FA _ SW( X ) r FASRW(X)
=

=

( )
1

X

i j k i j i j
i

FA _ SW( X ) (I ,l ) X r (I ,l ) W( I ,l )
=

  =       

( )
1

 (I ,l ) X (I ,l ) I ,l )
=

n

X

k i j k i j i j
i

r having r W( givenY
=

         

1 2

1

(X ,X ,...,X ) (X (X ))
N

N i i

i

P P Parents

=

=
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3.2.6.Fuzzy Weighted Bayesian 
Confidence (FWBC) 
Consider a rule X→Y, where X is a set of 
predictors, Y is the class label, and the value of 
FWBC is calculated using Eq. 9. 

 (9) 

Here, the support of fuzzy weight (X, Y) is the 
value of the joint probability distribution 
calculated from Eq. 8. The Algorithm is shown 
in Fig. 3. It illustrates the steps to generate 
FWBAR to build the proposed model based on 
the Apriori Algorithm. The following algorithm 
is proposed, based on the above formulas and 
concepts, to generate a strong (FWBAR). 

Algorithm 
Our proposed algorithm is designed using the 
concepts and formulas for incorporating the 
fuzzy-weighted concept into the dataset shown 
in Fig. 3 below. Here, the algorithm FWBAR 
generates partially fuzzy weighted rules to 
discover fuzzy weighted associations among 
two attributes, multiple attributes, and Class 
labels, yielding FWAR. Calculated. Thereafter, 
the joint probability distributions for all 
FWARs are computed. The value of each rule is 
used to calculate FWBC.FWBC depicts the 
reliability or strength of FWBAR rules used to 
build the predictive model. Ultimately, the 
model is mature using FWBARs with the 
highest FWBC. 

Algorithm: FWBAR 

 
Fig. 3 Algorithm for the Generation of FWBAR. 

supportoffuzzy_weight(X,Y)
FW_BC(X Y)=

supportoffuzzy_weight(X)
→

 
Function:GenerationOf_Partially_FuzzyWeightedRule (m,DB,B[Optional]) 
[Over a given dataset D 

B this function to mine m attribute partial rules with high FWCand where B is the highly associated 

attribute sets of cardinalities m-1] 

 

 1. Highly frequent m-attribute sets are mined named as FREQ_ITEMS with provided Min_FWS  Threshold  

value. 

2.Given  each member M∊ fFREQ_ITEM Iterate 2.1 & 2.2 

 2.1 Generation of non-empty subsets of M termed as S1 

 2.2 For each X∊ S1 Produce the FWAR X→M-X and append it to rule_SET1.    

 

3 .For each rule of rule_SET1, Compute FWC. 

4. Using the given Min_FWC_Threshold, Partial rules are mined and   appended it  to rule_SET1_ PARTIAL.  

 

5.For each rule of  rule_SET1_ PARTIAL like  E→F , add the R.H.S  attribute F to L.H.S attribute  set  E  to 

form  set EF  and append  it to the set n- HAFA. 

 

 6. Return n-HAFA. 

Algorithm: FWBAR 
[This algorithm mines strong FWBARs on the medical data DB with m attributes] 

Data provided as Input: DB , database with m attributes with ClassLabel .  

Result:FWBARules. 

 

               1. Discretization process is applied on the datanase  DB. 

              2.Transform the DBas D1as Fuzzy values using Trapezodial membership function. 

            3. Apply MLEto compute weights of  fuzzy attributes of D1.  

              4.Generation of weighted 2- Highly_Associated_Fuzzy AttributeSet termed as HAFA. 

X[2]=Partially_FuzzyWeightedrule_generator (2,D1) 

             5. Repeat step 5.1 For l=3,4,....., m 

          5.1. X[l]=Generator Of_Partially _FuzzyWeightedRule_ (l,D1,X[l-1]) to extract             Fuzzyweighted l –

Highly_Associated_AttributeSet . 

              6. Compute corelation of m-Highly_Associated_AttributesSet with ClassLabel 

                                  FWR= Partially _FuzzyWeightedRule_generator (m+1, D1,X[m])                          

              7. Each v∊ FWR Iterate steps 7.1 and 7.2 

                  7.1. Compute the joint probability distribution of v. 

                   7.2 Compute the Fuzzy Weighted Bayesian confidence (FWBC)   for v.       

 

8. Strong FWBAR rules with highest FWBC are generated to build the model. 
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4.EXPERIMENTAL RESULTS 
When different threshold values are used, the 
FWBBN model is empirically tested to achieve 
the highest accuracy, as shown in Table 3. First, 
FWARs are generated using formulas and 
algorithms that operate on attributes, multiple 
attributes, and class labels, by setting minimum 
threshold values for FWS and FWC. Then, 
based on Fuzzy Weighted Bayesian confidence 
(FWBC), strict rules FWBAR are extracted to 
form the FWBBN. Finally, the FWBBN model is 
trained using these strict rules. To assess the 
accuracy of the FWBBN model, the model is 
trained on test data, and the resulting accuracy 
is reported in Table 6. To build the model, the 
front end is implemented in Java 1.8, and the 
back end uses MySQL 8. Here, working with 
different minimum threshold values is 
significant: lowering the minimum threshold 

adds more rules to the rule base, whereas 
raising it may exclude some relevant rules. The 
experiment demonstrates that when the model 
is trained with 80% of the data, seven FWBAR 
strict rules are generated on setting a minimum 
threshold value of 40% for FWS and 80% for 
FWC. To verify the model's accuracy, it is tested 
with the remaining 20% of the data, achieving a 
highest accuracy of 96.8% for the Pima Indian 
dataset. The graphical representation of these 
results is projected in Fig. 4. The FWBBN 
classifier is now ready for predictive analysis. 
To the model, when new patient data is fed, it 
analyses against the strict rules and predicts the 
appropriate outcomes. The proposed model is 
further applied to additional clinical datasets, 
specifically the heart disease and Breast Cancer 
datasets from the UCI repository. 

Table 6 Experimental Results of the Model FWBBN with Achieved Accuracies. 
Setting Min_Thres 
fuzzyweightedValue 

Train_ data Test_ 
data 

FWAR rules based on 
FWS and FWC 

FWBAR strongrules 
basedon FWBC 

Accuracy 

Support=36% 
Confidence=70% 

80% 20% 12 8 94% 
70% 30% 10 5 95% 
60% 40% 11 8 93.5% 

Support=40% 
Confidence=80% 

80% 20% 13 7 96.8% 
70% 30% 11 5 88% 
60% 40% 28 10 94% 

Support=26% 
Confidence=60% 

80% 20% 22 12 95% 
70% 30% 23 12 95.7% 
60% 40% 11 9 93% 

Support=10% 
Confidence=50% 

80% 20% 20 10 93.7% 
70% 30% 19 10 94% 
60% 40% 18 14 92% 

 
Fig. 4 Empirical Analysis of FWBBN Using the Pima Indian Diabetic Dataset on different Parameters. 
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Here, the FWBBN model is built using strict 
rules which are self-interpretable and self-
explainable. These rules can be helpful to 
Clinicians for diagnosis, prognosis, and 
treatment plans for specific patients. 
Furthermore, because FWBBN is a 
probabilistic model, it is straightforward to 
quantify uncertainty and perform well with 
limited clinical data. 
5.COMPARATIVE STUDIES 
Next, the results of the FWBBN model are 
further evaluated based on the number of strict 
rules and their accuracy. Using three clinical 
datasets, Table 7 depicts the highest accuracy 
attained by the FWBBN. Firstly, with the 
provided minimum threshold, the proposed 

model FWBBNis built, when trained on 70% of 
the dataset, which yields five strict rules of the 
breast cancer dataset to construct the model 
and achieved the highest accuracy of 99% when 
tested on 30% of the dataset. Similarly, with the 
provided minimum threshold, the FWBBN 
model is trained on 70% of the data using seven 
strict rules on the heart disease dataset, 
achieving an accuracy of 93.7% on the 
remaining 30%. Again, with the provided 
minimum threshold, the FWBBN model, when 
trained on 80% of the data using seven strict 
rules of the PIDD dataset, achieves an accuracy 
of 96.8% when tested on the remaining 20% 
data. The graphical representation of these 
results is shown in Fig. 5. 

Table 7 Accuracy of FWBBN on different Clinical Datasets. 

Datasets Min_Thres Train: Test Split Strong rules FWBAR Accuracy (%) 

Breast Cancer FWS=36% 
FWC=70% 

70%:30% 5 99% 

Heart Disease FWS=36% 
FWC=70% 

70%:30% 7 93.7% 

PimaIndian 
Diabetic Dataset 

FWS=40% 
FWC=80% 

80%:20% 7 96.8% 

 
Fig. 5 Accuracy of FWBBN on Various Clinical Datasets. 

As the prediction is done on the clinical domain, 
only the performance metric ‘accuracy is 
insufficient; two more metrics, known as 
precision and recall, are also required to 
analyse the performance of the proposed 
model.  
Table 8 Performance Metrics of FWBBN on 
Different Clinical Datasets. 

Datasets Accuracy Precision Recall 
Breast Cancer 99% 99.36% 97% 
Heart Disease 93.7% 95% 94% 
Pima Indian 
Diabetes Dataset 

96.8% 98.6% 97.5% 

Table 8 presents the overall performance 
metrics of FWBBN across three datasets. For 

Diabetes, the achieved accuracy is 96.8%, 
Precision is 98.6%, and recall is 97.5%. For 
Breast Cancer, accuracy is 99%, precision is 
99.3%, and recall is 97%. For Heart disease, 
accuracy is 93.7%, precision is 95%, and recall 
is 94%. The results show that FWBBN, when 
used in the clinical domain, yields auspicious 
results. In a subsequent evaluation, the 
proposed FWBBN model is compared with 
traditional Bayesian models. Table 9 shows a 
rigorous comparison in which the proposed 
FWBBN model is compared based on accuracy, 
and the final results show that FWBBN 
outperforms and gives very promising and 
better results in the clinical domain. 

7 7 5
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Table 9 Comparative Analysis of FWBBN with Existing Traditional Bayesian Networks. 
Models Breast Cancer Dataset Heart Disease Dataset Pima Indian  

diabetic Dataset 
Existing Bayesian Networks   97.13%[23] 84%[31] 82.48%[21] 

96.49%[32] 85%[33] 92.2%[22] 
87%[25] 92.7%[9] 95.8%[9] 
97.1%[26] 83%([34] 90%([35] 
96.31%[24]   
97.18% [8]   
98% ([36]   
96%([37]   
96.66%([38]   

Proposed Model-FWBBN 99% 93.7% 96.8% 

 
The performance evaluation of the FWBBN 
model was conducted utilising the validation 
performance on the three diseases and 
comparisons with existing Bayesian Models. 
The results show that precision and recall are 
high. The substantialpredictive performance is 
good, indicating that the FWBBN model has 
substantial practical value and is reliable in the 
field. Predictive performance is strong, 
indicating that the FWBBN model has 
significant practical value and is reliable in the 
context of chronic diseases such as Diabetes, 
Heart Disease, and Breast cancer. 
6.CONCLUSIONSAND FUTURE SCOPE 

• The developed Reliable Diabetes 
Prediction model, FWBBN, integrates the 
characteristics of the clinical data, 
particularly the principles like "all 
symptoms are not equally important for 
prediction" and “fuzziness in clinical 
data”. 

• The study and experiment of the novel 
proposed modelin the clinical domain as 
CDSS has shown promising results with 
three different chronic disease datasets. 
The combination of fuzzy logic and 
weighted concepts, using Bayesian 
networks, provides a robust framework for 
handling uncertainty and imprecision in 
weighted clinical data. 

•  The FWBBN model faces significant 
scalability concerns with large datasets, 
such as high fuzzification cost, 
Exponential growth in fuzzy partitions, 
and Expensive MLE-based weight 
computation. However, these issues can 
be mitigated using Dimensionality 
reduction and adaptive fuzzy partitioning. 

• The current model provides enhanced 
decision-making, increased accuracy, and 
more transparency and interpretability as 
it is a rule-based model, which can surely 
help in real-time monitoring of patients.  

• In the future, FWBBN may be utilised to 
create personalised treatment plans. This 
can lead to more effective and tailored 
healthcare solutions. Continued research 
and development in this domain will 
further unlock its capabilities and 

applications, paving the way for a more 
intelligent and efficient healthcare system. 

Code Availability Statement: 
The code used to analyse the data is not publicly 
available due to confidentiality agreements. 
However, the dataset used in this study is 
publicly available at 
[https://archive.ics.uci.edu/ml/datasets/pima
+indians+diabetes]. 
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